
We are ethical.
At DXC, we believe in doing the 
right thing. We follow our corporate 
ethical standards when using AI and 
remain vigilant of the evolving AI 
regulatory landscape.

We respect privacy.
Protecting the privacy of our customers, 
partners and employees is of the utmost 
importance to DXC. When using AI, we will 
continue to comply with applicable privacy laws  
and regulations.

We are reliable.
We do what we say we are going 
to do. We continuously improve the 
assessment and testing of our AI tools and 
leverage proven patterns when delivering  
AI solutions.

We are human.
DXC takes a human-centric approach in 
the development and use of AI. We incorporate 
empathy, common sense and human oversight into our 
AI solutions at every stage of the process and emphasize 
augmenting human abilities.

Our responsible 
AI principles
DXC Office of AI

We are transparent.
DXC values trust and is open about our 
responsible use of AI. This includes collaborating with 
our customers to address their needs and to provide them 
with a clear understanding of: 

We are inclusive.
DXC fosters a culture of inclusion and fairness — 
and the same applies to our use of AI. We listen to 
our customers and help them to avoid discrimination when 
using AI. Specifically, DXC actively seeks to prevent, remove or 
reduce the impact of embedded biases in our AI output by:

We are secure.
At DXC, we promote data security and integrity, 
which empowers our customers, partners and 
employees to make decisions with confidence.  
We continuously strengthen our security measures using AI 
and deliver AI solutions that are resilient to cyber threats  
and vulnerabilities.

Adopting a life-cycle 
approach to identifying 
sources of biases and 

mitigating them;

Notifying our customers 
if we discover bias in the 

output from DXC’s AI 
models; and

Citing sources for AI output, 
when possible. 

When we deliver 
using AI;

Which models  
we use;

How we collect,  
store and protect data 

for input into  
AI models; and

How DXC is 
protecting against 

unintended bias and 
discrimination in  

AI output.
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